
EICHLER-SHIMURA ISOMORPHISM

HAOYUN YAO

ABSTRACT. This is the final paper report on Eichler-Shimura isomorphism. Basically, this is the reorganization of the
course note [Wie18].
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1. INTRODUCTION

Let Γ Ď SL2(Z) be a torsion free congruence subgroup. Consider the (open) modular curve YΓ = ΓzH and
the compactified one XΓ . The Hodge decomposition provides a decomposition

H1,0(XΓ ) ‘ H0,1(XΓ ) – H1
dR(XΓ ).

Recall [DS05, §3.3] that f(z) ÞÑ f(z)dz defines an isomorphism

S2(Γ) H0(X,ΩXΓ
) – H1,0(XΓ ).„

Similarly, f(z) ÞÑ f(z)dz defines an isomorphism S2(Γ) Ñ H0,1(XΓ ), where S2(Γ) := S2(Γ) bC,σ C and σ is the
complex conjugation. In particular, we obtain an isomorphism

S2(Γ) ‘ S2(Γ) H1
dR(XΓ ) – H1

sing(XΓ ,C).„

Let U be the intersection of YΓ with a sufficiently small neighborhood of cusps in XΓ . Then there is an exact
sequence

0 H1
sing(XΓ ,C) H1

sing(YΓ ,C) H1
sing(U,C).

This follows from, for example, the excision and the long exact sequence for relative cohomology groups. By
deRham theorem, H1(YΓ ,C) – H1

dR(YΓ ), but this time H0(YΓ ,ΩYΓ
) Ñ H1

dR(YΓ ) is not injective due to the non-
compactness of YΓ . Nevertheless, consider the composition

M2(Γ) H0(YΓ ,ΩYΓ
) H1

dR(YΓ ) – H1
sing(YΓ ,C)

Then we have a commutative diagram

0 S2(Γ) M2(Γ) M2(Γ)/S2(Γ)

0 H1
sing(XΓ ,C) H1

sing(YΓ ,C) H1
sing(U,C).

The map M2(Γ) Ñ H1
sing(U,C) – C‘tcuspsu can be described by residues, so its kernel is exactly S2(Γ). This

shows the rightmost arrow is injective. We already see the first vertical arrow is injective, so this implies so is
the middle. Comparing the dimension yields an isomorphism

M2(Γ) ‘ S2(Γ) H1
sing(YΓ ,C).„

The image of H1
sing(XΓ ,C) in H1

sing(YΓ ,C) coincides of that of H1
sing,c(YΓ ,C) in H1

sing(YΓ ,C); we denote it by
H1

inn(YΓ ,C), the inner cohomology of YΓ . Hence

M2(Γ) ‘ S2(Γ) H1
sing(YΓ ,C)

S2(Γ) ‘ S2(Γ) H1
inn(YΓ ,C)

„

Ď

„

Ď

Since Γ is torsion free, the fundamental group of YΓ is isomorphic to Γ and π : H Ñ YΓ is the universal cover.
Then H1

dR(YΓ ) – H1
sing(YΓ ,C) – HomGrp(Γ ,C) = H1(Γ ,C); explicitly, a form ω is sent to the homomorphism

γ ÞÑ

ż γz0

z0

π˚ω, where z0 is a fixed base point of H. In other words, we obtain an isomorphism

M2(Γ) ‘ S2(Γ) H1(Γ ,C)

(f,g) γ ÞÑ

ż γz0

z0

f(z)dz+

ż γz0

z0

g(z)dz
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This is the easiest case of the so-called Eichler-Shimura isomorphism. In the following this is going to be
generalized to higher weight k. The constant sheaf C played in the cohomology will be replaced by a certain
local system over YΓ . Our exposition will use group cohomology exclusively. For an approach using sheaf
cohomology of local systems, see [DI95, §12.2] and [Li20, §9].

2. REVIEW ON GROUP COHOMOLOGY

2.1. Inhomogeneous complexes. Fix a unital ringR and a groupG. LetM be anR[G]-module. DefineC0
inhom(G,M) =

M, and for p ě 1, set Cp
inhom(G,M) := HomSet(G

p,M). These have natural R-module structures induced from
that on M. Define the coboundary map

Bp : Cp
inhom(G,M) C

p+1
inhom(G,M)

by the formula:

Bu(g1, . . . ,gp+1)

= g1.u(g2, . . . ,gp+1) +

p
ÿ

i=1
(´1)iu(g1, . . . ,gi´1,gigi+1,gi+1, . . . ,gp+1) + (´1)p+1u(g1, . . . ,gp).

It is straightforward to verify that Bp+1 ˝ Bp = 0 for p ě 0, so (C‚
inhom(G,M), B‚) forms a complex, called the

inhomogeneous complex. As usual, put

Zp(G,M) = ker(Bp : Cp
inhom(G,M) Ñ C

p+1
inhom(G,M))

Bp(G,M) =

#

0 , if p = 0
Im(Bp´1 : Cp´1

inhom(G,M) Ñ C
p
inhom(G,M)) , if p ě 1

Hp(G,M) = Zp(G,M)/Bp(G,M).

The group Hp(G,M) is the p-th cohomology group of G with coefficients in M.
Let us look at the cohomology groups in low dimension. For x P M = C0

inhom(G,M), by definition

Bx(g) = gx ´ x.

Therefore H0(G,M) = Z0(G,M) = MG := tx P G | gx = x for all g P Gu. For u P C1
inhom(G,M),

Bu(g1g2) = g1.u(g2) ´ u(g1g2) + u(g1).

This shows that

Z1(G,M) = tu : G Ñ M | u(xy) = x.u(y) + u(x)u.

In particular, for u P Z1(G,M), we have u(1) = 0 and u(x´1) = ´x´1u(x).

2.2. Derived functors. Consider a complex

¨ ¨ ¨ R[G3] R[G2] R[G1] R 0d d d ε

defined as follows. For g P G, set ε(g) = 1 P R and extend R-linearly to a map ε : R[G] Ñ R. For p ě 2 and
(g1, . . . ,gp) P Gp,

d(g1, . . . ,gp) :=

p
ÿ

j=0
(´1)j(g0, . . . ,gj´1,gj+1, . . . ,gp).

One checks quickly that d ˝ d = 0. Fix s P G and define h : R[Gp] Ñ R[Gp+1] by h(g1, . . . ,gp) = (s,g1, . . . ,gp).
One checks d˝h+h˝d = 1, so the above complex is in fact exact. This is a free solution of the trivial R[G]-module
R, called the bar resolution.
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For each R[G]-module M, applying HomR(¨,M) to the bar resolution yields the standard resolution of M:

0 M HomR(R[G],M) HomR(R[G
2],M) ¨ ¨ ¨ .

We put Xp(G,M) = HomR(R[G
p+1],M) (p ě 0) and let G act on Xp(G,M) by conjugation: (g.f)(x) = g.f(g´1x)

for f P Xp(G,M), g P G. Define the homogeneous complex

C
p
hom(G,M) = Xp(G,M)G = HomR[G](R[G

p+1],M) (p ě 0).

We then have a sequence

0 MG C0
hom(G,M) C1

hom(G,M) ¨ ¨ ¨

An element f P C
p
hom(G,M) satisfies f(sg1, . . . , sgp+1) = sf(g1, . . . ,gp+1), so its values are completely deter-

mined by its evaluation on elements of the form (1,g1,g1g2, . . . ,g1 ¨ ¨ ¨gp). We then obtain an isomorphism

C
p
hom(G,M) C

p
inhom(G,M)

f uf

„

by the formula

uf(g1, . . . ,gp) = f(1,g1, . . . ,g1 ¨ ¨ ¨gp).

By transferring the induced coboundary map on C
p
hom(G,M) to C

p
inhom(G,M), we see it coincides with the

previously defined B. In particular, this shows

H‚(G,M) – H‚(C‚
hom(G,M)) = H‚(X‚(G,M)G).

Note that since the bar resolution is a free resolution, it follows that H‚(G,M) – Ext‚
R[G](R,M) as well. Since

HomR[G](R,M) – MG functorially, we further see that H‚(G, ¨) – R‚(¨)G, the right derived functor of (¨)G.

Lemma 2.1. The R[G]-module Xp(G,M) (p ě 0) is (¨)G-acyclic.

Proof. Note that X0(G,Xp´1(G,M)) – Xp(G,M) (p ě 1) as R[G]-modules. Explicitly, the maps

HomR(R[G], HomR(R[G
p],M)) HomR(R[G

p+1],M)

T fT : (g,g1, . . . ,gp) ÞÑ T(g)(g1, . . . ,gp)

Tf : g ÞÑ [(g1, . . . ,gp) ÞÑ f(g,g1, . . . ,gp)] f

are R[G]-isomorphism. For x P G,

(x.fT )(g,g1, . . . ,gp) = x.fT (x´1g, x´1g1, . . . , x´1gp) = x.T(x´1g)(x´1g1, . . . , x´1gp)

= (x.T(x´1g))(g1, . . . ,gp) = ((x.T)(g))(g1, . . . ,gp) = fx.T (g,g1, . . . ,gp)

so T ÞÑ fT is G-equivariant. It is clear that the maps are inverse to each other. Hence to show the lemma it
suffices to show the R[G]-module HomR(R[G],M) is (¨)G-acyclic.

Observe that for any R[G]-module N, we have an R-isomorphism

HomR(N,M) HomR[G](N, HomR(R[G],M))

φ n ÞÑ [g ÞÑ g.φ(g´1n)]

n ÞÑ ϕ(n)(1G) ϕ,
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In particular, X‚(G,M) – C‚
hom(G, HomR(R[G],M)) as R-modules. Furthermore, it is an isomorphism of com-

plexes. Hence

Rp(¨)G(HomR(R[G],M)) – Hp(G, HomR(R[G],M)) – Hp(C‚
hom(G, HomR(R[G],M))) – Hp(X‚(G,M)) = 0

for p ě 1. This finishes the proof. □

Corollary 2.1.1. Let M be an arbitrary R[G]-module.
(i) The standard resolution X‚(G,M) is a (¨)G-acyclic resolution of M.

(ii) The module HomR(R[G],M) is acyclic.

2.3. Cohomology of cyclic groups. Let R be a unital ring, let G = xσy be a finite cyclic group with order n. Let
Tr = 1 + σ+ ¨ ¨ ¨ + σn´1 P Z[G]; then (1 ´ σ)Tr = Tr(1 ´ σ) = 0 in Z[G]. The complex

¨ ¨ ¨ R[G] R[G] R[G] R[G] R 0.Tr 1´σ Tr 1´σ ε

is then a free resolution of R as a R[G]-module. This shows Hp(G,M) = Hp+2(G,M) for all p ě 1.
Assume G = xσy is an infinite cyclic group. There is an isomorphism

Z1(G,M) M

u u(σ).

Also, for m ě 1, we have 1 ´ σm = (1 ´ σ)(1 + ¨ ¨ ¨ + σm´1), implying that the image of B1(G,M) under the
above isomorphism is (1 ´ σ)M for all G-modules M. This shows

H1(G,M) – M/(1 ´ σ)M.

For the higher, consider the short exact sequence

0 R[G] R[G] R 0.1´σ ε

This is a free resolution of R as R[G]-modules, so Hp(G,M) = 0 for p ě 2. This also recovers the above inter-
pretation of H1 abstractly.

2.4. Functoriality. Let φ : H Ñ G be a group homomorphism. Let M be an R[G]-module, which can be viewed
as an R[H]-module via φ, and we denote it by Mφ. We have an inclusion MG Ď (Mφ)H. By universality of
derived functors, this extends uniquely to maps between higher cohomology modules¹

(φ˚)p : Hp(G,M) Hp(H,Mφ).

If φ : H Ñ G is an inclusion, write Mφ = ResGHM = M. In this case, we call (φ˚)p the restriction, and write it
as

resp
G|H

: Hp(G,M) Hp(H,M).

Let ϕ : M Ñ N be an R[G]-homomorphism. It restricts to a map ϕ : MG Ñ NG, so by universality it induces
uniquely to maps between higher cohomology modules

ϕ
p
˚ : Hp(G,M) Hp(G,N)

Let H ď G, and for g P G put Hg := g´1Hg ď G. Let M be an R[G]-module. The conjugation x ÞÑ gxg´1

restricts to a group isomorphism Hg „
Ñ H which makes M the R[Hg] module Mg by g´1hg.m := hm. This

induces a map H‚(H,M) Ñ H‚(Hg,Mg). The map Mg Ñ M given by m ÞÑ g´1m is Hg-equivariant, where

¹Maps obtained in this way automatically commute with the connecting homomorphisms of cohomology groups. The same remark
holds for all maps obtained in this way. Concisely speaking, these are called the morphisms of δ-functors.
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Hg acts on M since Hg ď G. This then induces a map H‚(Hg,Mg) Ñ H‚(Hg,M). They are in fact both
isomorphisms, and their composition gives

conjg : H‚(H,M) H‚(Hg,M).„

This is called the conjugation by g.

Lemma 2.2.
(i) The conjugation conjg : H‚(G,M) Ñ H‚(G,M) is the identity map for all g P G

(ii) The image resG|H : H‚(G,M) Ñ H‚(H,M) lies in H‚(H,M)G.
(iii) The composition

H‚(H,M) H‚(Hg,M) H‚((Hg)h,M)
conjg conjh

is the map conjgh : H‚(H,M) Ñ H‚(Hgh,M).

Proof. For (i) and (iii), by the universality it suffices to check the degree 0 map. This is clear. (ii) is a direct
computation. □

By (iii), we seeG acts on the cohomologyH‚(H,M). IfH is normal, by (i) we haveH‚(H,M)G = H‚(H,M)G/H.
Hence by (ii) the restriction can be viewed as a map

resp
G|H

: Hp(G,M) Hp(H,M)G/H

in the case H�G.
SupposeH�G is a normal subgroup. ThenMH is naturally an R[G/H]-module. If we denote by π : G Ñ G/H

the quotient map, then we have the inflation

infp
G|H

: Hp(G/H,MH) Hp(G,MH) Hp(G,M)
(π˚)p

Suppose H ď G has finite index. Let tgiu
n
i=1 be a system of representatives of HzG. We then have the norm

NG|H =
n
ř

i=1
gi P R[G], and hence a map MH Ñ MG defined by m ÞÑ NG|Hm. By universality, this extends

uniquely to maps between cohomology

coresp
G|H

: Hp(H,M) Hp(G,M)

called the corestriction. Here is a subtlety. We must show the functor M ÞÑ Hp(H,M) is a universal δ-functor
on the category of G-modules, and we prove it is erasable². We have a bĳection of sets H ˆ HzG Ñ G given by
(h,gi) ÞÑ hgi. Then

HomR(R[G],M) – HomSet(G,M) – HomSet(H ˆ HzG,M) – HomSet(H, HomSet(HzG,M))

– HomR(R[H], HomSet(G/H,M))

as R[H]-modules (H acts on HˆHzG from the left), and such module is acyclic by Corollary 2.1.1.(ii). Also, the
map m ÞÑ NG|Hm on MH is independent of the choice of representatives, so we can write it as m ÞÑ

ř

gPHzG

gm.

Lemma 2.3. Let R be a unital ring and M an R[G]-module.
(i) Let H ď G have finite index. Then coresG|H ˝ resG|H = [G : H].

(ii) Suppose #G ă ∞. If #G P Rˆ, then Hp(G,M) = 0 for p ě 0.

Proof. Let tgiu be as above. Then for m P MG, clearly NG|Hm = [G : H]m. This shows cores0
G|H

˝ res0
G|H

= [G :

H], the multiplication by [G : H]. It then follows from universality that (i) holds for the higher. (ii) follows from
taking H = t1u. □

²Effaceable in Hartshorne.
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2.5. Hochschild-Serre spectral sequence. Let H�G and let M be an R[G]-module. Consider the first quadrant
double complex Xp(G/H,Xq(G,M)H)G/H. The sign convention is that we twist the vertical differentials by
(´1)p. Then the Hochschild-Serre spectral sequence is the resulting spectral sequence

E
p,q
2 ñ Hp+q(Tot‚(X‚(G/H,X‚(G,M)H)G/H).

We compute E
p,q
2 and the limit term. By definition,

E
p,q
2 = Hp(Hq(X‚(G/H,X‚(G,M)H)G/H)).

Lemma 2.4. The functor M ÞÑ Xp(G,M)G is exact.

Proof. This follows from Corollary 2.1.1.(i). □

In particular, applying this lemma to the group G/H, we see

Hq(Xp(G/H,X‚(G,M)H)G/H) = Xp(Hq(X‚(G,M)G/H))G/H = Xp(Hq(H,M))G/H

and hence E
p,q
2 = Hp(G/H,Hq(H,M)). The limit term is computed via the transpose complex. By Corollary

2.1.1.(i) again, we have

Hp(X‚(Xq(G,M)H)G/H) =

#

Xq(G,M)G , if p = 0
0 , if p ě 1.

This shows

Hp+q(Tot‚(X‚(G/H,X‚(G,M)H)G/H) = Hp+q(G,M).

Hence the Hochschild-Serre spectral sequence now takes the form

E
p,q
2 = Hp(G/H,Hq(H,M)) ñ Hp+q(G,M)

2.6. Inflation-restriction exact sequence.

Lemma 2.5. Consider the Hochschild-Serre spectral sequence.

(1) The edge map Hp(G/H,MH) = E
p,0
2 Ñ Hp(G,M) coincides with the inflation infp

G|H
.

(2) The edge map Hq(G,M) Ñ E
0,q
2 = Hq(H,M)G/H coincides with the restriction resq

G|H
.

Proof. See [Mac95, Chapter XI 9. 10.] and [NSW13, Chapter II §4]. □

Consider its associated five term exact sequence

0 E1,0
2 H1(G,M) E0,1

2 E2,0
2 H2(G,M)

H1(G/H,MH) H1(H,M)G/H H2(G/H,MH)

It follows from the previous lemma that the second and the last arrows are inflations, and the third arrow is
the restriction. In other words, we have the so-called inflation-restriction exact sequence

0 H1(G/H,MH) H1(G,M) H1(H,M)G/H H2(G/H,MH) H2(G,M).
inf1

G|H res1
G|H inf2

G|H

The fourth arrow is called the transgression, and it is given by the differential of the E2 page of the Hochschild-
Serre spectral sequence. For a later use, we mention some application.
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Lemma 2.6. Let G be a group, H ď G a subgroup of finite index and K ď G a finite normal subgroup. Let R be
a unital ring such that #K P Rˆ, and let V be an R[H]-module. Suppose either K X H = t1Gu, or K Ď H and K

acts on V trivially. Then the inflation induces an isomorphism

infG|K : H1(G/K, IndG/K

H/K
V) H1(G, IndG

H V) .

Here H/K means H/K X H Ď G/K, and the induced module is defined in the next subsection.

Proof. The assumption implies V is naturally an R[H/K]-module. If K X H = t1Gu, H – H/K and (IndG
H V)K –

IndG/K

H/K
V . If K Ď H and K acts on V trivially, then (IndG

H V)K – IndG/K

H/K
V . The displayed isomorphism now

follows from the inflation-restriction exact sequence and Lemma 2.3.(ii).
□

Similarly, the same proof gives

Lemma 2.7. Let G be a group, H ď G and let K ď G be a finite normal subgroup. Let R be a unital ring with
#K P Rˆ, and let M be an R[G]-module. Suppose either K Ď H and K acts on M trivially, or KXH = t1Gu. Then
the inflation induces an isomorphism

infH|HXK : H1(H/K,M) H1(H,M).

Here H/K means H/K X H Ď G/K.

2.7. Shapiro’s lemma. Let H ď G. For any R[H]-module M, define the induced module

IndG
H M := HomR[H](R[G],M),

For f P IndG
H M and x P G, define x.f P IndG

H by (x.f)(g) = f(gx). Then IndG
H M is an R[G]-module, and clearly,

M ÞÑ IndG
H M defines a functor.

Lemma 2.8.
(i) The functor M ÞÑ IndG

H M is exact.
(ii) For any R[H]-module M, we have HomR(R[G],M) – IndG

H HomR(R[H],M) as G-modules.

Proof. Note that we have functorial isomorphisms

HomR[H](R[G],M) – tf : G Ñ M | f(hg) = h.f(g)u – HomSet(HzG,M)

of G-modules, where G acts on the last two set by right translation. The functor M ÞÑ HomSet(HzG,M) is
clearly exact. This shows (i). For (ii), using the bĳection H ˆ H/G Ñ G, we have

tf : G Ñ HomSet(H,M) | f(hg) = hf(g)u – HomSet(HzG, HomSet(H,M)) – HomSet(H ˆ HzG,M)

– HomSet(G,M)

as G-modules, where G acts on every set above by right translation. Consider the bĳection

HomSet(G,M) HomSet(G,M)

f Ff : g ÞÑ g.f(g´1)

.

Here G acts on the domain by conjugation, while acts on the codomain by right translation. For x,g P G and
f : G Ñ M, compute

Fx.f(g) = g.(x.f)(g´1) = gx.f(x´1g´1) = Ff(gx) = (x.Ff)(g).

Hence the two different G-actions on HomR(R[G],M) are isomorphic. This proves (ii). □
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The lemma shows that the functors M ÞÑ Hp(G, IndG
H M) (p ě 0) are erasable, so H‚(G, IndG

H(¨)) is a univer-
sal δ-functor. Consider the functorial bĳection

H0(G, IndG
H M) H0(H,M)

f f(1).

By the universality, we obtain the so-called Shapiro’s lemma.

Lemma 2.9. The canonical bĳection (IndG
H M)G – MH extends uniquely to an isomorphism

sh‚
G|H : H‚(G, IndG

H M) H‚(H,M).

2.8. Mackey’s theory. Let H ď G. For an R[G]-module M, let ResGHM denote the module M viewed as an
R[H]-module. Let K ď G be another subgroup. Then if V is an R[H]-module, there is an R[K]-isomorphism

ResGK IndG
H V

ź

gPHzG/K

IndK
KXg´1Hg(ResHHXgKg´1 V)g

ϕ : R[G] Ñ V (k ÞÑ ϕ(k))gPHzG/K

„

where for x P (ResHHXgKg´1 V)g and h P H with g´1hg P K, g´1hg.x := h.x. Indeed, the last space is

IndK
KXg´1Hg(ResHHXgKg´1 V)g = HomR[KXg´1Hg](R[K], (ResHHXgKg´1 V)g)

– HomR[gKg´1XH](R[gKg
´1], ResHHXgKg´1 V)

where the last isomorphism is given by conjugation. The bĳection

(gKg´1 X H)zgKg´1 HzHgK

gkg´1 Hgk

implies that we have an isomorphism

ResGK IndG
H V

ź

gPHzG/K

HomR[gKg´1XH](R[gKg
´1], ResHHXgKg´1 V)

ϕ : R[G] Ñ M (gkg´1 ÞÑ ϕ(gkg´1))g

„

This proves the claimed isomorphism. Combined with Shapiro’s lemma, we have

Lemma 2.10. Let H,K ď G and let M be an R[H]-module. Then we have an isomorphism

H‚(K, IndG
H V) –

ź

gPHzG/K

H‚(gKg´1 X H,V).

For a later use, let V be an R[H]-module, and consider the diagram

H‚(H,V)
ź

gPHzG/K

H‚(gKg´1 X H,V)

H‚(G, IndG
H V) H‚(K, IndG

H V).

res

shG|H

res

Mackey

Lemma 2.11. The above diagram commutes.

Proof. At degree 0, the diagram clearly commutes. Since all maps involved are morphisms of δ-functor, it
follows from the universality of V ÞÑ H‚(G, IndG

H V) that the diagram commutes for all degrees. □
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2.9. Cup products. Let M,N be R[G]-modules. For p,q ě 0, define the pairing

C
p
hom(G,M) ˆ C

q
hom(G,N) C

p+q
hom (G,M bR N)

(u, v) (u Y v)(g1, . . . ,gp+q+1) := u(g1, . . . ,gp+1) b v(gp+1, . . . ,gp+q+1).

Y

It is straightforward to check that

B(u Y v) = (Bu) Y v+ (´1)pu Y (Bv),

so it induces maps on cohomology groups

Hp(G,M) ˆ Hq(G,N) Hp+q(G,M bR N)
Y

This is called the cup product. On the inhomogeneous complex, the pairing becomes

C
p
inhom(G,M) ˆ C

q
inhom(G,N) C

p+q
inhom(G,M bR N)

(u, v) (u Y v)(g1, . . . ,gp+q) := u(g1, . . . ,gp) b g1 ¨ ¨ ¨gp.v(gp+1, . . . ,gp+q),

Y

Lemma 2.12.

(i) The cup product on H0 is the natural map MG ˆ NG Ñ (M bR N)G.
(ii) The cup product is functorial in M and N in an obvious sense.

(iii) The cup product is super-commutative and associative in an obvious sense.

Suppose L is another R[G]-module, and we have an R[G]-homomorphism φ : MbRN Ñ L. Composing with
the cup product, we obtain another map

Hp(G,M) ˆ Hq(G,N) Hp+q(G,L)

(u, v) φ
p+q
˚ (u Y v)

which is sometimes also called the cup product.

2.10. Mayer-Vietoris sequence. We copy the discussion from [Bie76]. Let G be a group and let M be an R[G]-
module. A derivation³ on G is a map d : G Ñ M satisfying d(xy) = d(x) + xd(y) for x,y P G. Such a map
extends uniquely to an R-homomorphism d : R[G] Ñ M satisfying d(xy) = ε(y)d(x) + xd(y) for all x,y P R[G].
If we denote by Der(G,M) the R-module of all derivations on G, then there is a functorial isomorphism

Der(G,M) HomR[G](IG,M)

d [g ´ 1 ÞÑ d(g)]

where IG =
À

gPG

R(g ´ 1) ď R[G].

Let X be a set and let F be the free group based on X.

Lemma 2.13. The R[F]-submodule IF is R[F]-free with a basis tx ´ 1 | x P Xu.

Proof. Suppose
ř

xPX

rx(x ´ 1) = 0, where rx P R[G] and rx ‰ 0 for finitely many x. Then
ř

xPX

rxx =
ř

xPX

rx.

Suppose ry ‰ 0 for some y P X; pick y P X such that it contains an element of maximal length among those
elements in F appearing in trx | rx ‰ 0u. Then the left hand side of the identity contains a strictly longer
element, which is absurd. □

³This is the same as a 1-cocycle with coefficients in M.
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It follows that there is an isomorphism

Der(G,M) MX

d (d(x))xPX.

For each x P X, define the derivation Bx : F Ñ M by the formula Bx(y) = δxy, y P F. If d : F Ñ M is an arbitrary
derivation, define d 1 : F Ñ M by the formula

d 1(w) =
ÿ

xPX

(Bxw)d(x), w P F.

This is again a derivation, as for u, v P F, we have

d 1(uv) =
ÿ

xPX

(Bxuv)d(x) =
ÿ

xPX

(Bxu+ uBxv)d(x) = d 1(u) + ud 1(v).

Since d 1(x) = d(x) for x P X, we see d = d 1 identically. Applying this identity to the derivation d : F Ñ R[F]

given by g ÞÑ g ´ 1, we obtain

w ´ ε(w) =
ÿ

xPX

(Bxw)(x ´ 1), w P R[F].

Let G be a group with generators S Ď G. Let F be the free group on S and let π : F Ñ G be the unique map
induced from S Ď G. Then for any w P R[G], we have

w ´ 1 =
ÿ

sPS

π(BsW)(s ´ 1)

where W P R[F] is any element satisfies π(W) = w. We now can prove the following

Lemma 2.14. Let G1,G2 be two groups and G = G1 ˚ G2 be their free product. Then

0 R[G] R[G/G1] ‘ R[G/G2] R 0

x (xG1, ´xG2)

(xG1, 0), (0,yG1) 1

α ε

is a short exact sequence. (See [Bro82, p. II.7] for a topological proof.)

Proof. ε is clearly surjective. Let Xi be a set of generators of Gi, F the free group on X1 Y X2 and π : F Ñ G the
projection. Then for w P R[G], we have

w ´ ε(w) =
ÿ

xPX1YX2

π(BxW)(x ´ 1).

Hence wGi ´ ε(wGi) =
ř

xRXi

π(BxW)(x ´ 1)Gi. Suppose w,w 1 P R[G] satisfy ε(wG1) = ´ε(w 1G2). Then

α

(
ÿ

xPX2

π(BxW)(x ´ 1) ´
ÿ

xPX1

π(BxW
1)(x ´ 1) + ε(wG1)1

)
= (wG1, ´w 1G2)

where W,W 1 are lifts of w,w 1 in R[F]. This proves the exactness at the middle. For the injectivity of α, let
0 ‰ w =

ř

g agg P R[G] with wG1 = 0 = wG2. Clearly w R R1; denote by g 1 the element with ag1 ‰ 0 with
maximal length l(g 1). Then l(g 1) ą 0. Assume, by symmetry, that g 1 ends with a nontrivial element in G1.
Since

ř

g aggG2 = 0, it follows that g 1G2 = hG2 for some h ‰ g 1. But g 1 ends with G1, we obtain g 1y = h for
some y P G2, a contradiction to maximality. □



12 HAOYUN YAO

Applying the functor HomR(¨,M) to the short exact sequence in the lemma, we obtain the short exact se-
quence

0 M HomR(R[G/G1],M) ‘ HomR(R[G/G2],M) HomR(R[G],M) 0 .

Recall that there is an R[G]-isomorphism

IndG
Gi

M HomR(R[G/Gi],M)

f [gGi ÞÑ g.f(g´1)].

Hence the above sequence becomes

0 M IndG
G1

M ‘ IndG
G2

M HomR(R[G],M) 0.

Taking cohomology, in view of Shapiro’s lemma and Corollary 2.1.1, we obtain

Corollary 2.14.1. LetG1,G2 be groups andG = G1 ˚G2. IfM is an R[G]-module, then we have an exact sequence

0 MG MG1 ‘ MG2 M H1(G,M) H1(G1,M) ‘ H1(G2,M) 0

and
Hp(G,M) – Hp(G1,M) ‘ Hp(G2,M) (p ě 2).

The maps Hp(G,M) Ñ Hp(G1,M) ‘ Hp(G2,M) are given by restrictions. We call these sequences the Mayer-
Vietoris sequences.

3. COHOMOLOGY OF PSL2(Z)

3.1. Free product. Recall that PSL2(R) is the automorphism group of the Poincare half plane H = tz P C |

Im z ą 0u, and PSL2(Z) = PSL2(R) is the discrete subgroup generated by

S =

(
0 ´1
1 0

)
, T =

(
1 1
0 1

)
.

Consider the element ST =

(
0 ´1
1 1

)
, which has order 3 in PSL2(Z). Then PSL2(Z) is generated by S and ST .

In fact,

Theorem 3.1. PSL2(Z) = xSy ˚ xSTy – xx,y | x2 = y3 = 1y.

Proof. The following proof is taken from [JS97, §6.8]. Let π : xx,y | x2 = y3 = 1y Ñ PSL2(Z) be the map defined
by sending (x,y) to (S,ST). Let W be a nonempty reduced word in x,y. In other words, W = γ1 ¨ ¨ ¨γr with
γi P tx,y,y´1u, and γi,γi+1 R txu, ty,y´1u. To show the theorem, we must show π is an isomorphism, and it
comes down to showing that if W is a nonempty reduced word, then π(W) ‰ 1 in PSL2(Z).

For this we use some geometry. Consider the following regions

A = tz P H | Re z ă 0u, B = tz P H | |z+ 1| ą |z|, |z+ 1| ą zu, C = A X B

We have S(A) = tz P H | Re z ą 0u, so S(A) X A = H particularly. Also, if z P B,

|STz+ 1| =

ˇ

ˇ

ˇ

ˇ

z

z+ 1

ˇ

ˇ

ˇ

ˇ

ă 1

so ST(B) X B = H. This implies (ST)´1B X B = H as well. Hence

S(A) Ď HzA Ď B, ST(B) Ď HzB Ď A

Let W be a nonempty reduced word. The above relation implies that π(W)(C) is either contained in HzA or
HzB, and hence contained in HzC. This implies π(W) ‰ 1 since PSL2(Z) acts on H faithfully. □
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For later computational convenience, we do a change of variables. Instead of PSL2(Z) = xSy ˚ xSTy, we will
use

PSL2(Z) = xSy ˚ xTSy.

This holds because TS and ST are conjugate (by S). Now we can apply Mayer-Vietoris sequence to compute the
group cohomology of PSL2(Z).

Corollary 3.1.1. Let M be an R[PSL2(Z)]-module. Then we have a long exact sequence

0 MPSL2(Z) MS ‘ MTS M

H1(PSL2(Z),M) H1(xSy,M) ‘ H1(xTSy,M) 0

and isomorphisms

Hp(PSL2(Z),M) – Hp(xSy,M) ‘ Hp(xTSy,M) (p ě 2).

Moreover, the connecting homomorphism M Ñ H1(PSL2(Z),M) is given by m ÞÑ fm, where fm(S) = (1 ´

S)m, fm(TS) = 0.

Corollary 3.1.2. Let Γ ď PSL2(Z) be a subgroup of finite index and R a unital ring in which all periods of elliptic
points are invertible. Let V be an R[Γ ]-module. Then

H1(Γ ,V) = M

MS ‘ MTS

with M = IndPSL2(Z)
Γ V and Hp(Γ ,V) = 0 for all p ě 2.

Proof. By Mackey’s formula, we have

Hp(PSL2(Z)x, IndPSL2(Z)
Γ V) –

ź

gPΓz PSL2(Z)x
Hp(Γx,V).

By Lemma 2.3, our assumptions imply the last groups are zero. The Corollary 3.1.1 now reads

H1(Γ ,V) – H1(PSL2(Z),M) =
M

MS ‘ MTS
.

The last assertion follows from another isomorphisms. □

3.2. Parabolic group cohomology. Let Γ ď PSL2(Z) be a subgroup of finite index and let V an be R[Γ ]-module.
We define the parabolic cohomology H1

par(Γ ,V) by the following exact sequence

0 H1
par(Γ ,V) H1(Γ ,V)

ź

gPPSL2(Z)
H1(Γ X xgTg´1y,V).res

The last group may be replaced by the product ofH1(Γc,V)with c P P1(Q). Still, if c = γc 1 for some c, c 1 P P1(Q)

and γ P Γ , then Γc = γΓc1γ´1 and the conjugation gives an isomorphism H1(Γc,V) – H1(Γc1 ,V). Hence in the
exact sequence, it causes no confusion to write

0 H1
par(Γ ,V) H1(Γ ,V)

ź

gPΓz PSL2(Z)/xTy

H1(Γ X xgTg´1y,V).res
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Put G = PSL2(Z). By Lemma 2.11, we have a commutative diagram with exact rows

0 H1
par(Γ ,V) H1(Γ ,V)

ź

gPΓz PSL2(Z)/xTy

H1(Γ X xgTg´1y,V)

0 H1
par(G, IndG

Γ V) H1(G, IndG
Γ V) H1(xTy, IndG

Γ V)

res

shG|Γ

res

shG|Γ
mackey

Since xTy – Z, the map u ÞÑ u(T) defines an H1(xTy, IndG
Γ V) –

IndG
Γ V

(1 ´ T) IndG
Γ V

. Put

VΓ =
V

spanRt(1 ´ γ)v | γ P Γ , v P Vu
,

and define Φ : IndG
Γ V Ñ VΓ by Φ(f) =

ÿ

gPΓzG

f(g). Since (1 ´ T) IndG
Γ V lies in the kernel of Φ, it induces

Φ : H1(xTy, IndG
Γ V) VΓ .

By Corollary 3.1.1, we can form diagram with exact rows

0 H1
par(G, IndG

Γ V) H1(G, IndG
Γ V) H1(xTy, IndG

Γ V)

0 H1
par(G, IndG

Γ V)
M

MS ‘ MTS

M

(1 ´ T)M
MG 0

res

u ÞÑu(T)m ÞÑfm

m ÞÑ(S´1)m

with M = IndG
Γ V and MG =

M

spanRt(1 ´ g)m | g P G, m P Mu
. In fact, the second square is commutative:

fm(T) = fm(TSS) = fm(TS) + TSfm(S) = TS(1 ´ S)m ” S(1 ´ S)m = (S ´ 1)m.

Also, the map Φ just introduced defines a map Φ : MG Ñ VΓ . In fact, it is an isomorphism. To see this, define
Ψ : V Ñ M by Ψ(v)(g) = 1Γ (g)v. For γ P Γ , compute Ψ(v)(g) ´ Ψ(γv)(g) = gv ´ gγv = (1 ´ γ)Ψ(v)(g), so that
Ψ defines a map Ψ : VΓ Ñ MG. It is easy to see that Φ ˝ Ψ is the identity. We claim Ψ is surjective, so Ψ is a
bĳection, proving Φ is a bĳection as well. Indeed, for f P MG, we have f =

ř

gPΓzG

g´1Ψ(f(g)), as

ÿ

gPΓzG

(
g´1Ψ(f(g))

)
(x) =

ÿ

gPΓzG

Ψ(f(g))(xg´1) = xg´1
x f(gx) = x(xg´1

x gx) = f(x)

where gx P G with Γx = Γgx. But then

f =
ÿ

gPΓzG

g´1Ψ(f(g)) =
ÿ

gPΓzG

Ψ(f(g)) ´
ÿ

gPΓzG

(1 ´ g´1)Ψ(f(g)) P ImΨ in MG

showing the surjectivity. Now we conclude that

Lemma 3.2. The sequence

0 H1
par(G, IndG

Γ V) H1(G, IndG
Γ V) H1(xTy, IndG

Γ V) VΓ 0res Φ

is exact.

Remark. I don’t know a direct algebraic proof of this exact sequence without the explicit formula for m ÞÑ fm.
Yet, see [Shi71, Proposition 8.2] and [Hid06, Proposition 6.1.1] for a proof using simplicial cohomology.
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3.3. Dimension formulae. Let Γ ď SL2(Z) be a congruence subgroup, k ě 2 and V = C[X, Y]k´2. If ´I P Γ , we
assume k is even. The goal of this subsection is the compute

dimC H1(Γ ,V), dimC H1(Γ ,V) ´ dimC H1
par(Γ ,V).

Note that by Lemma 2.7, we can freely replace Γ by its image in PSL2(Z) without altering the cohomology
groups. In the following we simply write dim for dimension over C.

Put M = IndPSL2(Z)
Γ V . On applying dimR to the isomorphism in Corollary 3.1.2, we obtain

dimH1(Γ ,V) = dimM ´ dimMS ´ dimR MTS + dimMPSL2(Z)

= dimM ´ dimMS ´ dimMTS + dimVΓ ,

where M = IndPSL2(Z)
Γ V . By Mackey’s formula, we have

dimMS =
ÿ

gPΓz PSL2(Z)/xSy

dimVxgSg´1yXΓ =
ÿ

xPΓz PSL2(Z)i
dimVΓx

dimMTS =
ÿ

gPΓz PSL2(Z)/xTSy

dimVxgTSg´1yXΓ =
ÿ

xPΓz PSL2(Z)µ6

dimVΓx

By Lemma 3.2, we have

dimH1
par(Γ ,V) = dimH1(Γ ,V) + dimR VΓ ´ dimH1(xTy, IndG

Γ V)

= dimH1(Γ ,V) + dimVΓ ´
ÿ

gPΓz PSL2(Z)/xTy

H1(Γ X xgTg´1y,V)

We now specialize to the representation V = R[X, Y]k´2.

Lemma 3.3. Let n,N P Zě1. Suppose R is a unital ring with n!N P Rˆ.
(i) R[X, Y]n(N)

n = RXn and R[X, Y]n(N)t

n = RYn

(ii) (R[X, Y]n)n(N) =
R[X, Y]n

RXn ‘ ¨ ¨ ¨ ‘ RXYn´1 and (R[X, Y]n)n(N)t =
R[X, Y]n

RYn ‘ ¨ ¨ ¨ ‘ RXn´1Y
.

(iii) R[X, Y]Γ(N)
n = 0 = (R[X, Y]n)Γ(N) if R is a field of characteristic 0.

Proof. We have (n(N)´1).XiYn´i = Xi(NX+Y)n´i´XiYn´i =
n´i
ÿ

k=1
Nk

(
n ´ i

k

)
Xi+kYn´i´k. With this formula

it is direct to see (i) and (ii) hold. (iii) follows as Γ(N) contains both n(N) and n(N)t. □

From the lemma we then have

(C[X, Y]k´2)Γ = 0 = C[X, Y]Γk´2

so

dimH1(Γ ,R[X, Y]k´2) = dimM ´ dimMS ´ dimMTS + δ2,k

dimH1
par(Γ ,C[X, Y]k´2) = dimH1(Γ ,C[X, Y]k´2) + δ2,k ´

ÿ

gPΓz PSL2(Z)/xTy

H1(Γ X xgTg´1y,C[X, Y]k´2)

Lemma 3.4. Let Γ = Γ(N), N ě 3.

(i) dimH1(Γ ,C[X, Y]k´2) = (k ´ 1) [SL2(Z) : Γ(N)]

12 + δ2,k = dimMk(Γ(N)) + dimSk(Γ(N)).
(ii) dimMk(Γ) ´ dimSk(Γ) = dimH1(Γ ,C[X, Y]k´2) ´ dimH1

par(Γ ,C[X, Y]k´2).

Proof. Γ is torsion free by our assumption, so

dimMS = (k ´ 1)# (Γz PSL2(Z)i) =
(k ´ 1)[PSL2(Z) : Γ(N)]

2

dimMTS = (k ´ 1)# (Γz PSL2(Z)µ6) =
(k ´ 1)[PSL2(Z) : Γ(N)]

3 .
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Also, dimM = (k ´ 1)[PSL2(Z) : Γ(N)]. We conclude that

dimH1(Γ(N),C[X, Y]k´2) =
(k ´ 1)[SL2(Z) : Γ(N)]

12 + δ2,k.

By [DS05, §3.9], the last equality holds. This proves (i).
For (ii), from [DS05, §3.5-6], we see LHS equals ε∞ ´ δ2,k. Recall that all cusps of Γ(N) are regular, so Γ X

xgTg´1y = xgTrg´1y (for some r). Hence by Lemma 3.3 we have

dimH1(Γ X xgTg´1y,C[X, Y]k´2) = dim(C[X, Y]k´2)gTrg´1 = 1.

The proof of (ii) is then completed in view of the formula

dimH1(Γ ,C[X, Y]k´2) ´ dimH1
par(Γ ,C[X, Y]k´2) =

ÿ

gPΓz PSL2(Z)/xTy

H1(Γ X xgTg´1y,C[X, Y]k´2) ´ δ2,k.

□

4. EICHLER-SHIMURA ISOMORPHISM

For a map f : H Ñ C, k P Zě0 and g P GL2(R)+, denote f|kg : H Ñ C given by

f|kg(τ) = (detg)k´1j(g, τ)´kf(g.τ), τ P H.

This is of course the same notation as f[g]k used in the course.

4.1. Eichler-Shimura map. Let Γ ď SL2(R) be a congruence subgroup. For z0, z1 P H and f P Mk(Γ) with
k ě 2, consider the integral

If(gz0,hz0) =

ż hz0

gz0

f(z)(Xz+ Y)k´2dz P C[X, Y]k´2

Jf(gz1,hz1) =

ż hz1

gz1

f(z)(Xz+ Y)k´2dz P C[X, Y]k´2.

where g,h P GL2(R)+. Since f is holomorphic, the integrals are independent of the choice of paths in H.

Lemma 4.1. For g,h P GL2(R)+, we have

If(z0,ghz0) = If(z0,gz0) + If(gz0,ghz0)

If(gz0,ghz0) = det(g)2´kg.(If|kg(z0,hz0))

where we let GL2(R) acts on C[X, Y]k´2 by right translation.

Proof. The first is clear, and for the second

If(gz0,ghz0) =

ż ghz0

gz0

f(z)(Xz+ Y)k´2dz =

ż hz0

z0

f(g.z)(Xg.z+ Y)k´2d(g.z)
dz

dz

=

ż hz0

z0

f(g.z)g.(Xz+ Y)k´2j(g, z)´k detgdz

which is exactly what we want.
□

Since we are assuming f P Mk(Γ), so for g P Γ , h P SL2(Z) we have

If(z0,ghz0) = If(z0,gz0) + g.If(z0,hz0).
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This shows Γ Q g ÞÑ If(z0,gz0) defines an element in Z1(Γ ,C[X, Y]k´2). If z1 is another point on H, take γ P

SL2(Z) with γz1 = z0 and compute

If(z1,gz1) = If(γz0,gγz0) = If(z0,gγz0) ´ If(z0,γz0)

= If(z0,gz0) + g.If(z0,γz0) ´ If(z0,γz0)

= If(z0,gz0) + (g ´ 1)If(z0,γz0).

Hence different choices of z0 differ the integral by an element in B1(Γ ,C[X, Y]k´2), so we obtain a well-defined
C-linear map

Mk(Γ) H1(Γ ,C[X, Y]k´2)

f [g ÞÑ If(z0,gz0)]

Similarly, we have a conjugate-linear map

Mk(Γ) H1(Γ ,C[X, Y]k´2)

f [g ÞÑ Jf(z1,gz1)]

.

They together define the so-called Eichler-Shimura map

ESΓ : Mk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)

(f,g) [γ ÞÑ If(z0,γz0) + Jg(z1,γz1)].

Lemma 4.2. The induced map

Mk(Γ) ‘ Sk(Γ) H1(SL2(Z), IndSL2(Z)
Γ C[X, Y]k´2).

sh´1
SL2(Z)|Γ ˝ESΓ

is given by (
sh´1

SL2(Z)|Γ ˝ ESΓ

)
(f,g)(γ)(γ 1) = [If(γ

1z0,γ 1γz0) + Jg(γ
1z1,γ 1γz1)],

where z0, z1 P H are any fixed points.

Proof. First, we show γ 1 ÞÑ If(γ
1z0,γ 1γz0) + Ig(γ

1z1,γ 1γz1) lies in the induced module. This follows from the
first identity in Lemma 4.1. Next, we show γ ÞÑ [γ 1 ÞÑ If(γ

1z0,γ 1γz0) + Ig(γ
1z1,γ 1γz1)] is a 1-cocycle. Put

ϕ(γ) : γ 1 ÞÑ If(γ
1z0,γ 1γz0). By Lemma 4.1 again, for γ 1,γ1,γ2 P SL2(Z) we have

ϕ(γ1γ2)(γ
1) = If(γ

1z0,γ 1γ1γ2z0) = If(γ
1z0,γ 1γ1z0) + If(γ

1γ1z0,γ 1γ1γ2z0)

= ϕ(γ1)(γ
1) + ϕ(γ2)(γ

1γ1) = (ϕ(γ1) + γ1.ϕ(γ2)) (γ
1).

Finally, from the definition of shSL2(Z)|Γ , we see sh´1
SL2(Z)|Γ ˝ ESΓ is given by the displayed formula. □

For a path γ : [0, 1] Ñ H and a function f : H Ñ C, one has
ż

γ

f(z)dz =

ż 1

0
f(γ(t))γ 1(t)dt =

ż 1

0
f(γ(t))(γ) 1(t)dt =

ż

γ

f(z)dz.

This implies If(gz0,hz0) = Jf(gz0,hz0), where we let complex conjugation act on C[X, Y]k´2 by acting coeffi-
cients. Define

rESΓ : Sk(Γ) H1(Γ ,R[X, Y]k´2)

f [γ ÞÑ Re (If(z0,γz0))].
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Since Re(If(z0,γz0)) =
If(z0,γz0) + Jf(z0,γz0)

2 , we see rESΓ is twice the composition

Sk(Γ) Sk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)

f (f, f).

ESΓ

where we use the identification described in the following lemma, which follows from the flatness of R Ñ C.

Lemma 4.3. Let G be a group and M be an R[G]-module. The natural map Hp(G,M) Ñ Hp(G,MC) is injective,
and induces an isomorphism Hp(G,M)C – Hp(G,MC).

Proof. It is clear that the inclusion C
p
inhom(G,M) Ñ C

p
inhom(G,MC) induces an isomorphism C

p
inhom(G,M)C –

C
p
inhom(G,MC). It is also clear that Zp(G,M)C – Zp(G,MC). For injectivity, it suffices to show Zp(G,M) X

Bp(G,MC) = Bp(G,MC), since it will imply Bp(G,M)C – Bp(G,M). For f P Cp´1(G,MC), if Bf P Cp(G,M),

then Bf = Bf = Bf. Then f+ f

2 P Cp´1(G,M) is mapped to Bf+ Bf

2 = Bf. The last statement now follows from
the exactness of (¨) bR C. □

Lemma 4.4. ESΓ is twice the complexification of rESΓ . Precisely, the composition

Sk(Γ) b Sk(Γ) Sk(Γ)C H1(Γ ,R[X, Y]k´2)C H1(Γ ,C[X, Y]k´2)
„ 2¨rESΓ bidC „

coincides with ESΓ : Sk(Γ) ‘ Sk(Γ) Ñ H1(Γ ,C[X, Y]k´2). Similarly, the map in Lemma 4.2 is twice the complex-
ification of sh´1

SL2(Z)|Γ ˝ rESΓ .

Proof. This follows from the above discussion. □

4.2. Land in parabolic cohomology.

Theorem 4.5. The kernel of the composition

Mk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)
ź

cPΓzP1(Q)

H1(Γc,C[X, Y]k´2)
ESΓ

ś

c resΓΓc

is exactly Sk(Γ) ‘ Sk(Γ).

Proof. The anti-holomorphic part is addressed in the same way as the holomorphic part, so we only consider
Mk(Γ). Let f P Mk(Γ), and fix a point z0 P H. For a cusp c P P1(Q), let c = γ∞ for some γ P SL2(Z); using the
injectivity of res, we can assume Γc = xγn(x)γ´1y for some x P N. Write

f|kγ(τ) = a0 +
∞
ÿ

n=1
anq

n =: a0 + g(τ).

Then f(τ) = a0|kγ
´1(τ) + g|kγ

´1(τ) =
a0

j(γ´1, τ)k + g|kγ
´1(τ), and

If(z0,hz0) =

ż hz0

z0

f(z)(Xz+ Y)k´2dz

= a0

ż hz0

z0

(Xz+ Y)k´2

j(γ´1, z)k dz+

ż hz0

z0

g|kγ
´1(z)(Xz+ Y)k´2dz.

Since g is of exponential decay near ∞, the integral

Ig|kγ´1(z0,γτ) = γ.Ig(γ´1z0, τ) = γ.
ż τ

γ´1z0

g(z)(Xz+ Y)k´2dz
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converges as τ Ñ ∞ (within a bounded vertical strip), so the notation Ig|kγ´1(z0,γ∞) makes sense. Consider a
general element h = γn(N)γ´1 P Γc. Then

Ig|kγ´1(z0,hz0) = Ig|kγ´1(z0,γ∞) + Ig|kγ´1(γ∞,hz0)

(as n(N) fixes ∞) = Ig|kγ´1(z0,γ∞) + Ig|kγ´1(hγ∞,hz0)

= Ig|kγ´1(z0,γ∞) + h.Ig|kγ´1h(γ∞, z0)

= (1 ´ h)Ig|kγ´1(z0,γ∞)

where the last equality holds asg|kγ
´1h = g|kn(N)γ´1 = g|kγ

´1. This shows the image of f inH1(Γc,C[X, Y]k´2)

is represented by the 1-cocycle

Γc Q h ÞÑ a0

ż hz0

z0

(Xz+ Y)k´2

j(γ´1, z)k dz.

It remains to shows the 1-cocycle represents zero if and only if a0 = 0. We need an explicit description of
H1(Γc,C[X, Y]k´2). From (2.3) we have

H1(Γc,C[X, Y]k´2) –
C[X, Y]k´2

(1 ´ γn(x)γ´1)C[X, Y]k´2
–

C[X, Y]k´2

(1 ´ n(x))C[X, Y]k´2

with the isomorphisms given by u ÞÑ u(γn(x)γ´1) and f ÞÑ γ´1.f. But Lemma 3.3.(ii) implies f ÞÑ f(0, 1)

defines an isomorphism of the last space with C. Finally, write γ´1 =

(
a b

c d

)
compute (with h = γn(x)γ´1)

(
γ´1.

ż hz0

z0

(Xz+ Y)k´2

j(γ´1, z)k dz

)
(0, 1) =

(
ż hz0

z0

(Xz+ Y)k´2

j(γ´1, z)k dz

)
((0, 1)γ´1)

=

ż hz0

z0

1
(cz+ d)2dz

=

ż hz0

z0

d(γ´1z) = γ´1(hz0 ´ z0) = n(x)γ´1z0 ´ γ´1z0 = x ‰ 0.

This finishes the proof. □

4.3. Eichler-Shimura isomorphism. From Theorem 4.5, we obtain a commutative diagram

Mk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)
ź

cPΓzP1(Q)

H1(Γc,C[X, Y]k´2)

Sk(Γ) ‘ Sk(Γ) H1
par(Γ ,C[X, Y]k´2)

ś

c resΓΓc

We can now state the main theorem of this article.

Theorem 4.6. Let Γ ď SL2(Z) be a congruence subgroup. Let k P Zě2 and assume it is even if ´I P Γ . Then the
Eichler-Shimura map

ESΓ : Mk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)

is an isomorphism, and the image of Sk(Γ) ‘ Sk(Γ) is isomorphic to H1
par(Γ ,C[X, Y]k´2).

The idea of the proof goes as follows. To show ESΓ is injective, by Theorem 4.5 we may restrict to the cuspidal
subspace Sk(Γ)‘Sk(Γ). The key ingredient is the non-degeneracy of the Petersson inner product on the modular
curve. We will define a pairing on the cohomology group, and hence a cup product. We show it coincides with
the Petersson inner product, and conclude the proof for injectivity. These will be completed in the subsequent
subsection.

Assuming the injectivity, we proceed to finish the proof. We reduce to the case Γ is torsion-free.
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Lemma 4.7. Let Γ 1 � Γ ď SL2(Z) be congruence subgroup. The inclusion Sk(Γ) Ď Sk(Γ
1) induces an equality

Sk(Γ) = Sk(Γ
1)Γ/Γ

1 . Similarly, Mk(Γ) = Mk(Γ
1)Γ/Γ

1

Proof. For γ P Γ , the action is given by f ÞÑ f|kγ. If γ 1 P Γ 1, then f|kγγ
1 = f|k(γγ

1γ´1γ) = f|kγ, so the action
passes to the quotient Γ/Γ 1. The identity then follows from the definition.

□

Retain the notation in the lemma. On the other hand, since Γ/Γ 1 is a finite group, from the inflation-restriction
exact sequence and Lemma 2.3.(ii), we see the restriction induces an isomorphism

resΓ |Γ 1 : H1(Γ ,C[X, Y]k´2) H1(Γ 1,C[X, Y]k´2)
Γ/Γ 1

Lemma 4.8. The diagram

Mk(Γ) ‘ Sk(Γ) H1(Γ ,C[X, Y]k´2)

Mk(Γ
1) ‘ Sk(Γ 1) H1(Γ 1,C[X, Y]k´2)

ESΓ

resΓ |Γ 1

ESΓ 1

commutes, and the bottom arrow satisfies ESΓ 1(f|kγ) = γ´1.ESΓ 1(f) for γ 1 P Γ 1.

Proof. The first is clear, where the second follows from the second identity in Lemma 4.1. □

Next we consider the parabolic cohomology. We have a commutative diagram with exact rows

0 H1
par(Γ ,C[X, Y]k´2) H1(Γ ,C[X, Y]k´2)

ź

cPP1(Q)

H1(Γc,C[X, Y]k´2)

0 H1
par(Γ

1,C[X, Y]k´2) H1(Γ 1,C[X, Y]k´2)
ź

cPP1(Q)

H1(Γ 1
c,C[X, Y]k´2)

res

res

res
res

res

Γ acts on the bottom-right product by conjugation, and the restriction map res by its left is Γ -equivariant. Γ

(resp. Γ 1) acts on the factors on the upper-right (resp. bottom-right) trivially. These together implies that
H1

par(Γ
1,C[X, Y]k´2) inherits a Γ/Γ 1-action, and res : H1

par(Γ ,C[X, Y]k´2) Ñ H1
par(Γ

1,C[X, Y]k´2) induces an iso-
morphism

H1
par(Γ ,C[X, Y]k´2) H1

par(Γ
1,C[X, Y]k´2)

Γ/Γ 1 .„

Hence, to prove that ESΓ is an isomorphism, we can replace Γ by some Γ(N) with N ě 3 so that Γ is torsion-
free. By Lemma 3.4, the sources and the targets have the same dimension in this case, so the injectivity implies
ESΓ is an isomorphism, and the image of cuspidal subspaces is exactly the parabolic cohomology. This finishes
the proof modulo the injectivity. See [Hid06] for another proof using Laplacian and spectral theory for the
unitary representation of SL2(R) on the space L2(ΓzSL2(R)).

4.4. Petersson inner product. For f,g P Sk(Γ), denote by xf,gyPet their Petersson inner product, i.e.,

xf,gyPet =
1

vol(YΓ )

ż

YΓ

f(z)g(z)ykdxdy

y2 .

Let B be the standard fundamental domain of SL2(Z). Then
ż

Y(Γ)

f(z)g(z)ykdxdy

y2 =
ÿ

γPΓzSL2(Z)

ż

γB

f(z)g(z)ykdxdy

y2 =
ÿ

γPΓzSL2(Z)

ż

B

f|kγ(z)g|kγ(z)y
kdxdy

y2 .
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Write dx ^ dy =
dz ^ dz

´2i ; then ykdx ^ dy

y2 =
´1

(2i)k´1 (z ´ z)k
dz ^ dz

(z ´ z)2 and hence

xf,gyPet =
´1

(2i)k´1
1

vol(Y(Γ))
ÿ

γPΓzSL2(Z)

ż

B

f|kγ(z)g|kγ(z)(z ´ z)k
dz ^ dz

(z ´ z)2 .

We use Stokes’ theorem to compute the integral. The form z ÞÑ

(
ż z

∞ f|kγ(u)(u ´ z)k´2du

)
g|kγ(z)dz has dif-

ferential f|kγ(z)g|kγ(z)(z ´ z)k
dz ^ dz

(z ´ z)2 . By Stokes’ theorem,

ż

B

f|kγ(z)g|kγ(z)(z ´ z)k
dz ^ dz

(z ´ z)2 =

ż

BB

(
ż z

∞ f|kγ(u)(u ´ z)k´2du

)
g|kγ(z)dz.

Let α1 = ∞ ; µ3 and α2 = µ3 ; i; then BB = α1 + α2 ´ Sα2 ´ Tα1. If C is a path and σ P SL2(Z), then
ż

σC

(
ż z

∞ f|kγ(u)(u ´ z)k´2du

)
g|kγ(z)dz =

ż

C

ż σz

∞ f|kγ(u)g|kγ(σz) (u ´ σz)k´2 dσz

dz
dudz

=

ż

C

ż z

σ´1∞ f|kγσ(u)g|kγσ(z) (u ´ z)k´2
dudz

=

(
ż

C

ż z

∞ ´

ż

C

ż σ´1∞
∞

)
f|kγσ(u)g|kγσ(z) (u ´ z)k´2

dudz

so
ż

C´σC

(
ż z

∞ f|kγ(u)(u ´ z)k´2du

)
g|kγ(z)dz =

ż

C

ż z

∞
(
f|kγ(u)g|kγ(z) ´ f|kγσ(u)g|kγσ(z)

)
(u ´ z)k´2dudz

+

ż

C

ż σ´1∞
∞ f|kγσ(u)g|kγσ(z) (u ´ z)k´2

dudz.

Lemma 4.9. For f,g P Sk(Γ), one has⁴

xf,gyPet =
´1

(2i)k´1 vol(Y(Γ))
ÿ

γPΓzSL2(Z)

ż i

µ3

ż 0

∞ f|kγ(z)g|kγ(z)(z ´ z)k´2dzdz.

Proof. From the last formula, we see

ÿ

γPΓzSL2(Z)

ż

α2´Sα2

ż z

∞ f|kγ(u)g|kγ(z)(u ´ z)k2dudz =
ÿ

γPΓzSL2(Z)

ż

α2

ż S∞
∞ f|kγS(z)g|kγS(z)(u ´ z)k´2dudz

=
ÿ

γPΓzSL2(Z)

ż i

µ3

ż 0

∞ f|kγ(u)g|kγ(z)(u ´ z)k´2dudz

and
ÿ

γPΓzSL2(Z)

ż

α1´Tα1

ż z

∞ f|kγ(u)g|kγ(z)(z ´ z)k2dudz =
ÿ

γPΓzSL2(Z)

ż

α1

ż T∞
∞ f|kγT(u)g|kγT(z)(u ´ z)k´2dudz = 0.

The last integral is zero as T∞ = ∞. In the first integral, we use thatγ ÞÑ γσ is a bĳection on the set ΓzSL2(Z). □

In the following subsections, we will equip ourselves with enough tools to compare xf,gyPet with cup prod-
ucts of group cohomology. Then we complete the proof in (4.8).

⁴On the right hand side of the displayed formula are two path integrals.
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4.5. Cup products.

Definition 4.10. The subgroup of parabolic 1-cocycles⁵ is defined by

Z1
P(PSL2(Z),M) := ker

(
Z1(PSL2(Z),M) Z1(xTy,M)

)
.res

In other words, a 1-cocycle is u : PSL2(Z) Ñ M parabolic if and only if u(T) = 0.

Let R be a unital ring in which 6 is invertible. Let M,N be two R[PSL2(Z)]-modules such that there is an
R[PSL2(Z)]-homomorphism π : M bR N Ñ R. Define the pairing

x¨, ¨yπ : Z1(PSL2(Z),M) ˆ Z1(PSL2(Z),N) R

as follows. If u, v are 1-cocycles, since H2(PSL2(Z),R) = 0 by Corollary 3.1.2, the 2-cocycle π˚(u Y v) P

Z2(PSL2(Z),R) is a 2-coboundary, i.e., π˚(u Y v) = Bw for some w : PSL2(Z) Ñ R. Set

xu, vyπ = w(T).

We compute the pairing. For convenience, set ρ = π˚(u Y v). Then

ρ(TS,S) = w(S) ´ w(T) +w(TS)

ρ(S,S) = w(S) ´ w(1) +w(S) = 2w(S)

ρ(TS, TS) = w(TS) ´ w((TS)2) +w(TS) = 2w(TS) ´ w((TS)2)

ρ(TS, (TS)2) = w((TS)2) +w(TS)

and thus

w(T) =
1
3 (ρ(TS, TS) + ρ(TS, (TS)2)) +

1
2ρ(S,S) ´ ρ(TS,S)

As a by-product, we see the pairing is independent of the choice of the 2-coboundary w.

(i) Suppose u P Z1
P(PSL2(Z),M). Then u(T) = 0 and

ρ(TS,S) = π˚(u(TS) b TSv(S)) = π˚(´TSu(S) b TSv(S)) = ´π˚(u(S) b v(S)) = ρ(S,S).

Here we use the identity TSS = T to obtain u(TS) = ´TSu(S). Moreover, if v = Bn is a 1-coboundary,
then

ρ(x,y) = π˚(u(x) b x(yn ´ n)) = π˚(u(x) b xyn) ´ π˚(u(x) b xn)

= π˚((u(xy) ´ xu(y)) b xyn) ´ π˚(u(x) b xn)

= π˚ (´x(u(y) b yn) + u(xy) b xyn ´ u(x) b xn) .

If we put c(x) := ´π˚(u(x) b xn), then the above is x.c(y) ´ c(xy) + c(x) = Bc. It follows from the
definition that xu, vyπ = c(T) = ´π˚(u(T) b Tn) = 0. In other words, the pairing xu, vyπ depends only
on the class of v P H1(PSL2(Z),N) in this case.

(ii) Suppose v P Z1
P(PSL2(Z),N). Then ρ(TS,S) = ρ(TS, (TS)2) and xu, vyπ only depends on the class of

u P H1(PSL2(Z),M). These are shown as (i).

⁵It is not so easy to define such a notion for general congruence subgroups, because different choice of representatives of cusps does
not yield the same parabolic cocycles. This is very different from the situation for parabolic cohomology groups in §3.2.
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4.6. Pairing. We construct a certain pairing that is useful for us. Let R be a unital ring. On R2 consider an
alternating pairing ˝ : R2 ˆ R2 Ñ R defined by(

a

c

)
˝

(
b

d

)
:= det

(
a b

c d

)
.

If we let SL2(Z) on R2 by left multiplication, then the pairing ˝ is clearly SL2(Z)-invariant. The pairing is natu-
rally extended to the tensor power TnR2 of R2:((

a1

c1

)
b ¨ ¨ ¨ b

(
an

cn

))
˝

((
b1

d1

)
b ¨ ¨ ¨ b

(
bn

dn

))
:=

n
ź

i=1

(
ai

ci

)
˝

(
bi

di

)
If n! is invertible in R, the symmetric power Symn R2 can be viewed a subspace of TnR2 via

Symn R2 TnR2

v1 b ¨ ¨ ¨ b vn
1
n!

ÿ

σPSn

vσ(1) b ¨ ¨ ¨ b vσ(n)

so ˝ defines a pairing on Symn R2. For example, if
(
a

c

)bn

,
(
b

d

)bn

P Symn R2 (elements in the quotient), then

(
a

c

)bn

˝

(
b

d

)bn

= det
(
a b

c d

)n

.

The following is standard, but we mention it for convenience.

Lemma 4.11. For n ě 1, the map

Symn R2 R[X, Y]n(
a1

c1

)
b ¨ ¨ ¨ b

(
an

cn

)
n

ź

i=1
(aiX+ ciY)

is an R[SL2(Z)]-isomorphism.

Using the isomorphism, we’ve defined a pairing

˝ : R[X, Y]k´2 ˆ R[X, Y]k´2 R

for k ě 2 with (k ´ 2)! P Rˆ. Again, we have

(aX+ cY)k´2 ˝ (bX+ dY)k´2 = (ad ´ bc)k´2 P R.

In the case R = C, we have (Xz+ Y)k´2 ˝ (Xz+ Y)k´2 = (z´ z)k´2, and this is exactly the point that this pairing
is useful for us.

Let Γ ď SL2(Z) be of finite index and R = R, C. If ´I P Γ , we assume k ě 2 is even; then ´I acts on R[X, Y]k´2

trivially. Denote by Γ the image of Γ in PSL2(Z). With this assumption, R[X, Y]k´2 can be always viewed as an
R[Γ ]-module. The above pairing extends to a pairing on the induced module IndPSL2(Z)

Γ
R[X, Y]k´2 naturally: for

f,g : PSL2(Z) Ñ R[X, Y]k2 ,

f ˝ g :=
ÿ

γPΓz PSL2(Z)

f(γ) ˝ g(γ).

Consequently, using the result in the last subsection, we may define a pairing

x , y := x , y˝
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on Z1(PSL2(Z), IndPSL2(Z)
Γ

C[X, Y]k´2). We impose the above condition on k throughout.

4.7. Comparison. For f P Sk(Γ), denote by ϕ
z0
f P Z1(PSL2(Z), IndPSL2(Z)

Γ
C[X, Y]k2) the 1-cocycle obtained under

the map in Lemma 4.2 with basepoint z0 P H Y P1(Q) postcomposed with the isomorphism in Lemma 2.6;
explicitly, for γ,γ 1 P PSL2(Z),

ϕ
z0
f (γ)(γ 1) = If(γ

1z0,γ 1γz0).

Denote ϕ
z0
f

P Z1(PSL2(Z), IndPSL2(Z)
Γ

C[X, Y]k2) similarly.

Theorem 4.12. For f,g P Sk(Γ), we have

xϕ∞
f ,ϕµ6

g y = ck,Γ xf,gyPet

with ck,Γ = (2i)k´1 vol(Y(Γ)).

Proof. We compute ρ = ˝˚(ϕ∞
f Y ϕ

µ6
g ). For α,β P SL2(Z), one has

ρ(α,β) =
ÿ

γPΓz PSL2(Z)
ϕ∞

f (α)(γ) ˝ ϕ
µ6
g (β)(γα) =

ÿ

γPΓz PSL2(Z)

ż γαβµ6

γαµ6

ż γα∞
γ∞ f(z)g(z)(Xz+ Y)k´2 ˝ (Xz+ Y)k´2dzdz

=
ÿ

γPΓz PSL2(Z)

ż αβµ6

αµ6

ż α∞
∞ f|kγ(z)g|kγ(z)(z ´ z)k´2dzdz.

Since ϕ∞
f is parabolic (while ϕ

µ6
g is not), we only need to compute ρ for (α,β) = (S,S), (TS, TS), (TS, (TS)2)

(4.5).(i). But TS stabilizes µ6, so ρ(TS, TS) = ρ(TS, (TS)2) = 0.

ρ(S,S) =
ÿ

γPΓz PSL2(Z)

ż µ6

µ3

ż 0

∞ f|kγ(z)g|kγ(z)(z ´ z)k´2dzdz

=

 ÿ

γPΓz PSL2(Z)

ż i

µ3

ż 0

∞ +
ÿ

γPΓz PSL2(Z)

ż µ6

i

ż 0

∞
 (¨ ¨ ¨ )

=

 ÿ

γPΓz PSL2(Z)

ż i

µ3

ż 0

∞ +
ÿ

γPΓz PSL2(Z)

ż Sµ3

Si

ż S∞
S0

 (¨ ¨ ¨ ) = 2
ÿ

γPΓz PSL2(Z)

ż i

µ3

ż 0

∞ f|kγ(z)g|kγ(z)(z ´ z)k´2dzdz

By (4.5) and Lemma 4.9, we find

xϕ∞
f ,ϕµ6

g y = ´
ÿ

γPΓz PSL2(Z)

ż i

µ3

ż 0

∞ f|kγ(z)g|kγ(z)(z ´ z)k´2dzdz = (2i)k´1 vol(Y(Γ))xf,gyPet.

□

4.8. Injectivity of Eichler-Shimura map. We use the isomorphism in Lemma 2.6 as an identify the cohomology
of PSL2(Z) and SL2(Z). We prove the injectivity first. By Lemma 4.4, it suffices to show sh´1

SL2(Z)|Γ ˝ rESΓ is
injective. Let f P Sk(Γ) with 2sh´1

SL2(Z|Γ)(rESΓ (f)) = [ϕ∞
f +ϕ∞

f
] = 0. Since ϕ∞

f is a parabolic cocycle, from (4.5).(i)
and Theorem 4.12 we have

0 = xϕ∞
f ,ϕ∞

f + ϕ∞
f

y = xϕ∞
f ,ϕ∞

f y
loooomoooon

=0 by supercommutativity

+ xϕ∞
f ,ϕ∞

f
y = xϕ∞

f ,ϕµ6
f

y = ck,Γ xf, fyPet.

Since x , yPet is non-degenerate, we conclude that f = 0 in Sk(Γ).
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4.9. Hecke actions on cohomology. Let Γ1, Γ2 ď SL2(Z) be a congruence subgroup. Recall the double coset
operator [Γ1αΓ2] defines a correspondence depicted in the following way.

α´1Γ1α X Γ2 Γ1 X αΓ2α
´1

Γ2 Γ1

„
x ÞÑαxα´1

;

Y(α´1Γ1α X Γ2) Y(Γ1 X αΓ2α
´1)

Y(Γ2) Y(Γ1)

x ÞÑαx
„

If Γ2 =
Ů

γPA

(α´1Γ1α X Γ2)γ, then Γ1αΓ2 =
Ů

γPA

Γ1αγ and

Γ2τ ÞÑ
ÿ

γPA

(α´1Γ1α X Γ2)γτ ÞÑ
ÿ

γPA

(Γ1 X αΓ2α
´1)αγ ÞÑ

ÿ

γPA

Γ1αγ.

For an R[SL2(Z)]-module M and α P GL2(Q)+⁶, define the operator Tα : H1(Γ1,M) Ñ H1(Γ2,M) as

Tα : H1(Γ1,M) H1(Γ1 X αΓ2α
´1,M) H1(α´1Γ1α X Γ2,M) H1(Γ2,M)

H1((Γ1 X αΓ2α
´1)α,M)

res det(α)conjα
„

cores

If u : α´1Γ1α X Γ2 Ñ M is a 1-cocycle, then

cores(u)(g) =
ÿ

aPA

a´1.u(aga´1
g )

where ag P A is the unique element such that aga´1
g P α´1Γ1α X Γ2 (c.f. [NSW13, p.48]). Hence, for a 1-cocycle

u : Γ1 Ñ M, we see

Tα(u)(g) =
ÿ

aPA

adet(α).conjα(u)(aga
´1
g ) =

ÿ

aPA

(αa)ιu(αaga´1
g α´1).

where for a matrix δ P M2(C), put δι = adj δ. If we put βα = αγ, then B := tβαuαPB is a set of representatives
of Γ1zΓ1αΓ2, and

Tα(u)(g) =
ÿ

βPB

βι.u(βgβ´1
g )

where βg P B is the unique element such that βgβ´1
g P Γ1.

Lemma 4.13. There is a commutative diagram

Mk(Γ1) ‘ Sk(Γ1) Mk(Γ2) ‘ Sk(Γ2)

H1(Γ1,C[X, Y]k´2) H1(Γ2,C[X, Y]k´2)

[Γ1αΓ2]

ESΓ1 ESΓ2

Tα

⁶Considering the action of such an element is needed for the definition of Hecke operators Tn. This is implicit in this note.
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Proof. The corresponding 1-cocycle for f P Mk(Γ1) is ϕf : γ ÞÑ If(z0,γz0). By Lemma 4.1, we have

ϕ[Γ1αΓ2]f(γ) =
ÿ

βPB

If|kβ(z0,γz0) =
ÿ

βPB

βι.If(βz0,βγz0)

=
ÿ

βPB

βι.
(
If(βz0, z0) + If(z0,βγβ´1

γ z0) + If(βγβ
´1
γ z0,βγβ´1

γ βγz0)
)

= Tα(ϕf)(γ) +
ÿ

βPB

βι(If(βz0, z0) + βγβ´1
γ If(z0,βγz0))

= Tα(ϕf)(γ) ´ (1 ´ γ)
ÿ

βPB

βι.If(z0,βz0).

The last term is a coboundary, so this finishes the proof. □

Let χ be a Dirichlet character modulo N. Consider the usual action of Γ0(N) on C[X, Y]k´2 but twisted by χ,
in the sense that

γ.f(X, Y) = χ(d)f((X, Y)γ), γ =

(
a b

c d

)
P Γ0(N).

We denote this module by C[X, Y]χk´2. Note that the Γ1(N)-modules ResΓ0(N)
Γ1(N) C[X, Y]χk´2 are the same for all

Dirichlet characters χ.

Lemma 4.14. Let G be a group and H� G be such that G/H is finite abelian. If M is a G-module, for χ P zG/H

denote by Mχ the G-module defined by g.γm = χ(g mod H)g.m. Then
À

χ H‚(G,Mχ) H‚(H,M)
resG|H

is an isomorphism.

Proof. By the general theory, we have Hp(H,M) =
À

χ Hp(H,M)χ, where

Hp(H,M)χ = tu P Hp(H,M) | conjgu = χ(g mod H)u for all g P Gu.

As H-modules, we have Hp(H,M) = Hp(H,Mχ). It is clear that Hp(H,M)χ = Hp(H,Mχ)G/H as sets, so

H‚(H,M) =
à

χ

H‚(H,Mχ)G/H.

Since G/H is finite, the inflation-restriction sequence shows that res : H‚(G,Mχ) Ñ H‚(H,Mχ)G/H is an iso-
morphism. This finishes the proof. □

Consider the Eichler-Shimura isomorphism for Γ1(N)

Mk(Γ1(N)) ‘ Sk(Γ1(N)) H1(Γ1(N),C[X, Y]k´2)

For γ =

(
a b

c d

)
P Γ0(N), we know [Γ1(N)γΓ1(N)] is the diamond operator xdy. On the other hand, by definition

the action of Tγ on H1(Γ1(N)) is conjγ, so γ ÞÑ Tγ is simply the action map of Γ0(N) on H1(Γ1(N),C[X, Y]k´2).
Let χ be a Dirichlet character modulo N. From Lemma 4.13 and Lemma 4.14, taking χ-eigen part yields

Mk(N,χ) ‘ Sk(N,χ) H1(Γ0(N),C[X, Y]χk´2)

From the definition we see Tα preserves the parabolic subspace, i.e., Tα(H1
par(Γ1,M)) Ď H1

par(Γ2,M). Hence the
Eichler-Shimura map also induces an isomorphism

Sk(N,χ) ‘ Sk(N,χ) H1
par(Γ0(N),C[X, Y]χk´2).
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Since the diamond operators and the Hecke operators commute, by Lemma 4.13 the above isomorphisms are
all Hecke-equivariant. We record this as a

Theorem 4.15. Let N ě 1 and χ P {(Z/N)ˆ. Then the Eichler-Shimura map induces Hecke-equivariant isomor-
phisms

Mk(N,χ) ‘ Sk(N,χ) H1(Γ0(N),C[X, Y]χk´2)

Sk(N,χ) ‘ Sk(N,χ) H1
par(Γ0(N),C[X, Y]χk´2).

Ď Ď

Also, the real Eichler-Shimura Sk(Γ1(N))
„
Ñ H1

par(Γ0(N),R[X, Y]k´2) is a Hecke-equivariant isomorphism.

4.10. Rationality of modular forms. Recall in class (c.f. [DS05, §6.5]) the Hecke algebra was defined to be the
Z-algebra of S2(Γ1(N)) generated by all Tn and xny. Let Γ = Γ1(N) and k ě 2. Denote this time by TZ the
Z-subalgebra of EndC Sk(Γ) generated by all Tn, n P Zě1. Since the Eichler-Shimura isomorphism

Sk(Γ) ‘ Sk(Γ) H1
par(Γ ,C[X, Y]k´2)

is Hecke-equivariant, TZ is isomorphic to the one generated in H1
par(Γ ,C[X, Y]k´2). Since Z Ñ C is flat, we have

H1
par(Γ ,C[X, Y]k´2) – H1

par(Γ ,Z[X, Y]k´2) bZ C.

It is clear from the definition that the Hecke actions leave invariant the subspace H1
par(Γ ,Z[X, Y]k´2), so

TZ Ď EndZ H
1
par(Γ ,Z[X, Y]k´2).

Recall that if Γ is torsion-free, we can view it as the fundamental group of ΓzH, which is a punctured closed sur-
face. It is known that such a group must be finite free, and in this case, the cohomology group is finitely gener-
ated. Generally, Γ has a normal torsion-free subgroup, so by the inflation-restriction sequence, H1(Γ ,Z[X, Y]k´2)

is always a finite Z-module. This proves

Lemma 4.16. TZ is a free abelian group of finite rank.

Let f P Sk(Γ) be an eigenform. Hence T ÞÑ a1(Tf) defines an algebra homomorphism

λf : TZ C.

SinceTZ is finitely generated overZ, its image lies in a number field. Hence all Fourier coefficients of f generates
a number field. This is called the number field of f, and is denoted by Q(f).

Consider the canonical pairing

x , y : TZ ˆ Sk(Γ) C

(T , f) a1(Tf).

Lemma 4.17. The pairing is non-degenerate on both arguments.

Proof. The key point is a1(Tnf) = an(f). If a1(Tf) = 0 for all f, then an(Tf) = a1(Tn(Tf)) = a1(T(Tnf)),
implying Tf is a constant. Since k ě 1, this forces Tf = 0 for all f. Hence T = 0 as operators. On the other hand,
if a1(Tf) = 0 for all T , then an(f) = a1(Tnf) = 0 so that f is a constant. Again k ě 1 implies f = 0. □

Consequently, there is a C-isomorphism

Sk(Γ) HomZ(TZ,C)

f T ÞÑ a1(Tf),
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Since TZ is finite free, we have

HomZ(TZ,C) – HomZ(TZ,Z) bZ C.

For a subring R of C, put Sk(Γ ;R) = HomZ(TZ,R). If we consider the q-expansion at ∞, i.e., an injective
homomorphism

Mk(Γ) C[[q]]

f
ÿ

ně0
an(f)q

n
,

we see that the preimage of Sk(Γ ;Z) in Sk(Γ) consists of the preimage of Z[[q]] in Sk(Γ). In particular, this shows

Corollary 4.17.1. For k ě 2, Sk(Γ1(N)) admits a basis consisting of those with integral Fourier coefficients at ∞.

See [Shi71, §3.5] for related statements. Note that the integral lattice H1
par(Γ ,Z[X, Y]k´2) is used in [Shi71,

(3.5.20) in Theorem 3.48].
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